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1. (10 pts)

Consider the operator norm of a square n× n matrix A:

||A||p = max
x �=0, x∈Rn

||Ax||p
||x||p ,

where

||x||p =
(

n∑
i=1

|xi|p
) 1

p

,

and 1 ≤ p < ∞.

(1) Prove that for a non-singular matrix A, the condition number
κ(A) = ||A||p · ||A−1||p satisfies the inequality κ(A) ≥ 1.

(2) Compute κ(Q) where Q is an orthogonal square matrix if || · ||2
norm is used.
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2. (10 pts)

Let u, v ∈ R
n be column vectors and define A = I − uvT .

(1) Find the determinant of the matrix A.

(2) Show that if A is non-singular then its inverse can be written in
the form A−1 = I + αuvT and compute α.
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3. (10 pts)

Find a singular value decomposition of the matrix A and compute the
matrix of rank 1 which is the closest in || · ||2 norm to the matrix A:

A =

⎡
⎢⎢⎣

1 −1

2 0

1 1

⎤
⎥⎥⎦
[
3 0

0 −1

][
1 −2

2 1

]
.
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4. (10 pts)

Use the matrix exponential method to solve the following system of
first order differential equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1
dt

= x1 + x2 + x3

dx2
dt

= x1 + 2x2

dx3
dt

= x1 + 2x3

with initial conditions x1(0) = 3, x2(0) = 6, x3(0) = 0.

87186524-5A77-429A-83D0-9378206E13B1

applied-math-qe-i-june-2017

#1      9 of 16



5191A852-CA71-4D1E-89C8-1039F2DCA7B7

applied-math-qe-i-june-2017

#1      10 of 16



5. (10 pts)

Let H = L2[−1, 1] with the inner product 〈f, g〉 = ∫ 1

−1 f(x)g(x) dx and
let S = {1, x, x2, x3, . . .} ⊂ H.

(a) Generate an orthogonal set Q from S by applying the Gram-
Schmidt procedure.

(b) Using the fact that S is a complete set in H, show that the orthog-
onal set Q in part (a) is complete in H.
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6. (10 pts)

(a) Discuss existence and uniqueness of solutions u ∈ L2[−π, π] for the
equation

u(x)− 1

π

∫ π

−π

cos x cos y u(y) dy = sin 2x.

(b) Let K be the following operator:

Ku(x) =

∫ π

−π

cos x cos y u(y) dy, u ∈ L2[−π, π].

Find the eigenvalues and eigenfunctions of K.

96CE2C93-93E2-491A-9109-62533F29136B

applied-math-qe-i-june-2017

#1      13 of 16



6FE349EE-3D8C-4985-86FC-132C1888E2EB

applied-math-qe-i-june-2017

#1      14 of 16



81427317-5EEF-41C4-8D48-A8813AF7A68C

applied-math-qe-i-june-2017

#1      15 of 16



DFFF6CDD-1DD4-479A-A5E9-808C5DE27B19

applied-math-qe-i-june-2017

#1      16 of 16


