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You must show your work clearly and justify everything to receive credit.
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Problem 1 [10 points] Consider the matrix decomposition:
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(a) Label the columns of the leftmost matrix and the rows of the rightmost matrix,
and use them to write A as a sum of outer products matrices;

(b) deduce from (a) the singular value decomposition of A (Justify);
(c) write down a matrix A; which is a best rank-one approximation of A;

(d) compute the condition number ko(A).

(a) Write a; = | — { } and by = [ _? } Then
A

= —2@16 + 3ang
(b) Note that alas = bT'by = 0. So we let
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Also

Vg 1= —— = —= and v := —— = — )
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Then
A = 3l|as]| HbgHulvlT + 2||aq|| HblﬂuQUQT = 30ulvlT + 2V BOUQUg

In particular, by uniqueness, o; = 30 and oy = 3v/30.
—4 2
(c) Define A; = 30ujv! = 3asbt =6 | —2 1

(d) Note A is full-rank, so ka(A) = 2 = ¥30,



Problem 2 [10 points] Find explicit constants Cy, Cy > 0 such that
CIHAHma:r < HA”? < C2||AHmax

for an arbitrary n-by-n matrix A, where ||A||5 is the operator norm corresponding
to the Euclidean 2-norm on R”, and || A||;nes is the maz norm max; ; |A(Z, j)|. Aim
for C; =1 and C5 = n, or at least n3/2,

For 1 <14,7 <n:
[AG, 5)] = lei Aej| < [|Allalleslllle;ll = [[All2.
So [|Allmae < [|All2-

On the other hand, if v is the direction of maximum stretch:
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where we used the fact that |v(j)| <1 for all j’s.
Or using Cauchy-Schwarz:

Z(ZIU(J’)I) < npy ()] =n.
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Problem 3 [10 points] Assume the matrix A € R"*" is symmetric and positive
semi-definite.

(a) Write down the “quadratic form definition” of what it means for A to be
positive semi-definite.

(b) Assume A € R is an eigenvalue of A. Show that A > 0.

(c) Recall that A admits an orthonormal basis of eigenvectors {v1, ..., v,}, so that
A is orthogonally diagonalizable via the orthoonal matix @ = [v; -+ v,]. In
particular, given u € R”\{O} we can write u = Y p_, (ulvp)vp = Y p_, crvp =
Qx, where x = [c; - - - ¢,]T. Use this fact to show that the Rayleigh quotient

T
u' Au
A u) =
plA u) =~

for a vector u € R™\ {0}, can be interpreted as a weighted average

of the eigenvalues of A, with a; > 0. Indeed, find the coefficients a;.

(a) 2T Az > 0 for all z € R™\ {0}.
(b) There is x # 0 such that Az = Az. Then

0 <zl Az = 2" (\x) = \|z||%.

So A > 0.

(c) Let vq,...,v, be an orthonormal basis of eigenvectors for A with respective
eigenvalues A\ > .-+ > A, > 0. Let Q = [v; --- v, be the orthogonal matrix
corresponding to the ONB and D = diag(A1,...,\,). Then A = QDQT. Given,

n

u # 0, write u = >, (vl vp)vp = S4_, cpvr, = Qz, where z = [c1 -+ - ¢,]T. Then

t'QTAQx "Dz ) G
TQTQr 2Tz he1 G

p(A u) =

So the coefficients are ay := ¢z = (u’v;)%



Problem 4 [10 points] Find the second distributional derivative D?u of the func-

tion 2l el
11—z, x| <1
u(:z:)—{ 0. 2] > 1, for z € R.

By definition:

(Dug) = () = |

—0o0

oo

u(w)¢'(2)dz = | (1= fa)¢! (o)
:/ (1+J:)g0”(x)d:c+/0 (1 —x)¢"(z)dx

-1
0

=@ - [ dee s -0+ [ de

= @(=1) + ©(1) = 2¢(0) = (0-1,9) + (01,) — 2(d0, ¥)
Then D*u = 6_1 + 6, — 20y, where §,, is a Dirac delta centered at .



Problem 5 [10 points] Find the eigenvalues and eigenfunctions of the integral
operator

(Ku)(x) = / Bz, y)u(y)dy,

where k(z,y) = min{z,y}, for 0 <z < 1.

(Ku) () =/O k(ﬂf,y)U(y)dy=/ony(y)dy+/ ry(y)dy.

To find eigenvalues and eigenfunctions we need to solve Ku = Au, ie.

Au(z) = /0 myU(y)der /x 1fcy(y)dy-

Differentiating,

\u'(z) = / u(y)dy  and M (z) = —u(x)

The boundary conditions are u(0) = 0 and «'(1) = 0. To solve the boundary value
problem A\u” + u = 0 consider the equation

r? + l =0
T
e Case 1: A < (. Then o = :I:ﬁ, and u = C’lex/m + C’ge_'”/m. To satisfy
the boundary conditions we get C} = Cy = 0.
e Case 2: A > 0. Then ryy = :I:\%, and u = C cos \%4—6’2 sin % Here u(0) =0
implies C; = 0 and «/(1) = 0 implies
1 7
— = — + 7k, k=0,1,2,...
N
So

A = (g + 7Tkz> B and up(z) = sin <(g + ch) :L‘)



Problem 6 [10 points] Consider the differential operator
Lu(z) = u"(2) + K*u(z), k #0,
subject to the homogeneous boundary conditions
u'(0) =0, u(r)=0.
(1) Find the Green’s function for this operator with the given boundary condi-

tions.

(2) Using the Green’s function from the previous step, solve the boundary value

problem:
u'(2) + Ku(z) = f(z), «'(0) =1, u(r) =0.

(1) Solve the equation u” + k*u = 0. Note that 7*+k* = 0 implies r = £ki. Thus
u(z) = Cycoskx + Cysinkz. Now find two solutions uy, ug such that u}(0) = 0
and ug(m) = 0. We get uj(z) = coskzr and uy(z) = sinkz. Build the Green’s
function as

Glay) = | TRU@n), 0<z<y<m
7 Su(Yus(z), 0<y<z<m

where
cosky sinky |

—ksinky kcosky | b

W(y)z'

Thus 1
_ pcoskrsinky, 0 <z <y<m

G(z,y) {%sink:xcosky, 0<y<z<m

(2) The solution will look like

u(z) = / " G y) f(y)dy + Crs () + Caus(y)

~—

where C] = ,51(& ;= 0 and Cy = "/((%)) =

u

=

o~



