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Problem 1 [10 points] Let A € RV with rank(A4) = 1.
(a) Show that A can be written as an outer product ab’, with a,b € R™ \ {0}.

Since rank(A) = 1, we have A # 0. Let b be a non-zero row of A. Then,
every row of A is of the form aij for some real number a; € R, j =1,..., N.
Let a:=[--a;---]7. Then A = ab”, and a # 0 again because rank(A) = 1,

(b) Give an interpretation of the fundamental subspaces of A, the kernel Ker(A)
and the range Ran(A), in terms of the vectors a and b in (a).

Write

A=ab" = | bja -+ bya

Then, we see that the column space of A is spanned by the vector a.

Also, since a # 0, Az = ab’x = 0, if and only if b2 = 0. Therefore, ker(A)
is the orthogonal complement of the line spanned by b.

(c) Assume that bTa # 0 and compute the eigenvalues and eigenvectors of A in
terms of a and b, in this case.

By Rank-Nullity, dim ker(A) = N—1. So A = 0 is an eigenvalue of multiplicity
N — 1. Moreover, every vector u € (b)* is an eigenvector for it.

However, since bTa # 0, a € (b)*. And, if 2 = a, then
Az = ab’a = (b a)a.

So a is an eigenvector with eigenvalue A = b'a # 0.



Problem 2 [10 points] Let A € RY*Y . Recall that the operator norm of A is

A
1A]| = max | Axl}
220 ||z

where ||x|| is the usual Euclidean norm.

.....

the eigenvalues of A. Hint: Use the Spectral Theorem for symmetric matrices.

Since A is symmetric, the spectral theorem implies that A admits an orthonor-

mal basis of eigenvectors {ui,...,uny} (here Au; = A\ju;). Expand z in this
basis as
N
T
T = Z(u] T)U;.
j=1
Then,
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The right hand-side is a weighted average of the numbers {)\? évzl Hence, the
The conclusion follows by taking square roots.

maximum is attained by A2 .
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(b) Show that the matrix A = [ 01

} , does not satisfy the conclusion in (a).

Since A is triangular, the eigenvalues are given by the diagonal elements. So

1
Amax = 1 in this case. However, if x = [ ] ] , then
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and

> 1.




Problem 3 [10 points] Assume A, E € R"™" are symmetric. Set A :== A+ E. Let
a; < --- < a, and &1 < --- < @&, be the eigenvalues for A and A respectively.
Use the Courant-Fischer Theorem to show that, for j =1,...,n,

OAdj < Qj + HEH7

where ||E]| is the operator norm of E.
Hint:
Courant-Fischer Theorem: Let H be an N X N real symmetric matriz. Consider
the eigenvalues ordered so that \y(H) < --- < Ay(H). Then:
uT Hu u" Hu

A(H) = min max ———— = max min —x
SeW,ues\[0} ulu  TeWy rprue\{0} ulu

(1)

where W; :={U C RY : U is a linear subspace of RY and dimU = j}.

By the Courant-Fischer Theorem,

A ) ul Au , wl'Au  uTEu
Gj = min max ——— = min max 7 7 .
‘ SeWw; uweS\{0} u*u SeW; ueS\{0} uu u-u
Further,
ul'Au  uT'Eu ul Au ul Eu
max 7 7 < max ———— + max T
wes\[0} \ ulu uTu wes\[0} uTu  wes\{oy ulu
and
ul' Eu ul' Eu
max ———— < max ——— = || .
wes\{0y ulu w20 uTu
So

T T

. : u' Au , ut Au

&; < min ( max ——— + HEH) = min max —— + [[Ef| = a; + [|E]].
I = sew; \uwes\{oy uTu Sew; ues\{0} ulu



Problem 4 [10 points] Consider the following function

0, =<0,
fl@)=42, 0<z<2,
3, x2>2.

Find the distributional derivative of f.
It is obvious that f is a locally integrable function. Let F' be the distribution
generated by f. For ¢ € D, we have

(F6) =~(R.6) = [ f@)d(a)d :—2/¢ e =3 [ oo

2) + 2¢(0)
= (52, @) +2(0,¢) = (02 + 20, ¢)

Therefore F' = 65 4 20.



Problem 5 [10 points] Let H be a Hilbert space and 7' : H — H be a bounded
linear operator. Let R(T') be the range of T and N(7T™) be the null space of T™.
Prove that (R(T))*+ = N(T*) (i.e. the orthogonal complement of R(T).)

Let u € (R(T))*. Then ulR(T) or (u,Tv) = 0 for all v € H. This implies
that (T*u,v) = 0 for all v € H, that means that T"u = 0 or u € N(T™).

Let x € N(T%). Then 7%z = 0 or (T™z,v) = 0 for all v € H. This implies that
(x,Tv) =0 for all v € H or x belongs to (R(T))"*.



Problem 6 [10 points] Let H be a Hilbert space. A bounded linear operator
A: H — H is called normal if it commutes with its adjoint: AA* = A*A. Show
that if B, C are commuting self-adjoint operators on H, then B + ¢C' is normal.

We have from the assumption that B = B*, ¢ = (" and BC = CB. Let
u,v € H. We compute

(B+iC)u,v) = (Bu + iCu,v) = (u, Bv) + (u, —iCv) = (u, (B — iC)v)
Thus (B + iC)* = B — iC. This implies that
(B +iC)"(B+iC) = (B —iC)(B +iC) = B* +iBC —iCB + C* = B* 4 C*
Similarly we also have (B +iC)(B + iC)* = B>+ C?. Thus B + iC' is normal



